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**ABSTRACT**

In May of 2024, the prominent researchers heading OpenAI’s superalignment team left the company following the culmination of silent internal power struggles and priority conflicts. Many junior engineers and researchers have done likewise. Since then, OpenAI’s public facing documentation of the team’s efforts to influence the ethical framework around Artificial General Intelligence have gone unrevised despite reports that the team has disbanded entirely. This paper seeks to understand the implications of this development by analyzing recent discussion in AI ethics with a focus on AGI superalignment in particular.
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